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Part I: Introduction



An information filtering technique, which provides users with information that he/she
may be interested in.

Recommender system (RecSys)

• User Satisfaction

• Advertising Profits

Recommendation Loop

Training

Top-k items
Click, purchase

Collecting

Purpose



• Input: Items (e.g. video corpus), user-item interactions (e.g., user view history and content) 
or other data source (e.g., user/video features)

• Output: A few items (e.g. videos) are filtered or ranked and then show them to the users.
• Evaluation: system utility (e.g., ranking accuracy)

Problem formulation

RQ:
Whether the model makes
accurate predictions?



Basic assumption: Minimize the gap between historical feedback (observational) and 
prediction

Classic models

n Collaborative filtering
n Latent factor models

n Shallow representation
n Matrix factorization
n Factorization machine

n Deep representation
n Neural collaborative filtering
n Graph neural representation

1 2 ?

4 ? 8

0 ? 6

1 2 9

4 5 8

0 6 6

≈

observational data model prediction

n Data driven: The model performance is highly depend 
on the quality of observational data.

n Consider utility such as model accuracy only



Shortcomings of classic models
Classic RecSys models are data-driven, and they consider utility, such as model accuracy only, 
cause:

• Unrobustness:
• Data bias, data missing and data noise cause unrobust model training
• The model may be affected by hidden factors (e.g., social media)

• Lack explainability
• Classic RecSys retain black-box nature.
• User feedback usually entangles users’ real interests, hard to generate post-hoc explanations
• Does not consider explanation evaluation 

• Fairness
• Data may contain sensitive information such as user genders
• Does not consider fairness evaluation 



Trustworthy Recommender Systems

Explainability

n Improve system responsibility 
n Gain trust from users
n Promote recommender systems for social good

Aims to competent RecSys that incorporates the core aspects of trustworthiness such as 
explainability, fairness, robustness, privacy and controllability.

FairnessRobustness

Three-layer hierarchy to trustworthy RecSys

Trustworthy AI: A Computational Perspective, ArXiv: 2107.06641, 2021.
Tutorial: https://sites.google.com/msu.edu/trustworthy-ai/

https://sites.google.com/msu.edu/trustworthy-ai/


Data bias: the distribution of observational data is different from the ideal data distribution
(experimental).

Robustness Issue

n Data bias is everywhere:
n Biased data collection

n e.g., uneven exposure of items
n User give wrong feedback to items

n e.g., user conformity

Bias

Data distribution

for testing

Skewed distribution of 

training data

Risk discrepancy
between          and    

Distribution difference
between      and 

Suboptimal accuracy



Data missing: unobserved user-item feedback cannot be collected

Robustness Issue

n Data missing causes uneven item exposure
n The trained model will further deprive the exposure of unexposed items

n i.e, the poor gets poorer phenomenon 

Partially observed feedbacks

User Observed Items

Observed 
interactions

Traditional RecSys

Unobserved Items

is missing 
at random 
(MAR)

is missing due 
to not promoted

Unobserved Items



Data noise: observed user feedback or context information may be noisy, not reflecting the 
actual satisfaction of user

Robustness Issue

Wrong clicks

fake item profile



Black-box recommendation model creates confusion and doubt

Explainability Issue

From Black-box 
to “Transparent”

Recommendation

Content provider

Customer Support

System designer

Data scientist

Regulator

Can I trust the system decisions?

How do I answer the system output for 
customer?

How do I monitor and debug this model?

Is this the best model that can be built?

Are these system decisions fair?



User persuadableness
• provide personalized recommendations complemented with explanations to answer: Why such items 

are recommended to you?

Model diagnostics
• help system developer understand what can be done to improve the model

Explainability Issue

n Win users’ trust in recommender systems

n Improve recommendation persuasiveness



Fairness Issue
Refer to unfair allocations of recommended items, caused by e.g., gender discrimination

Male Jobhunter

Female Jobhunter

The database shows 
women need maternity leave

n A recommender system should avoid discriminatory 
behaviors in human-machine interaction.

n A recommender system should ensure fairness in 
decision-making.



Causal learning v.s. Correlation learning
Classic data-driven models:

• Data-driven models may infer spurious 
correlations which would not reflect user 
true preference and are not interpretable. 

Correlation (98%)

Causation

Causal learning models:
• Relationships where an intervention in 

one variable (cause) contributes to a 
change in another variable (effect).

True preference distribution 
on testing data

(stable causation)

Skewed preference distribution 
on training data

(spurious correlation )



Causal learning v.s. Correlation learning

Causal reasoning & probabilistic reasoning three pillars of causal inference



Causal learning
Background

n Causality theory helps to decide when, and how, causation can be inferred from domain 
knowledge and data. 

n The basis of a causality theory is causal model that provides a language to encode causal 
relationships



Causal learning

ACM Turing Award 2011: 
“For fundamental contributions to 
artificial intelligence through the 
development of a calculus for 
probabilistic and causal reasoning.” 



Causal learning
Causal inference is driven by applications and is at the core of statistics (the science of using 
information discovered from collecting, organising, and studying
numbers)

• Many origins of causal inference
n Biology and genetics;
n Agriculture;
n Epidemiology, public health, and medicine;
n Economics, education, psychology, and other social sciences;
n Artificial intelligence and computer science;
n Management and business.



What does causal learning bring?

Causal learning



Causal learning

Description1 2 3Prediction Causal Inference

What is there?
e.g., what month do items
sell the most?

What will happen?
e.g., how many items will
we sell in next month

What would happen?
e.g., how much more items we
sell if we run more google ads

?
Intervention



Intervention
• Assess the causal effect of some potential cause (e.g. an action, or event) on some outcomes

Causal learning

Causal effect

• Individual level: individual treatment effect (ITE) on the outcome for 
instance is the difference between its two potential outcomes

• Population level: average treatment effect (ATE) is computed over the 
whole population

𝜏! = 𝑌!" − 𝑌!#

𝜏$%& = 𝔼!∈( 𝜏! = 𝔼!∈( 𝑦 𝑑𝑜 1 − 𝔼!∈([𝑦|𝑑𝑜(0)]
Randomized Controlled Trial 



Example
• ITE:

• ATE :
𝜏!"# = 𝔼$∈&[𝜏$] = 𝔼$∈&[𝑌$' − 𝑌$(]

• ATE only requires to query interventional distributions but not counterfactuals

Causal learning



Confounder
• The assignment is not random in observational study (real-world senario)

• Randomized Controlled Trial 
• Randomly assign the control/treated 
• Gold-standard for studying causal learning
• Time consuming and more ethical concerns

• Observational study
• Assignment is NOT random
• Confounding bias is presented

Causal learning

RealityIdeal case

Single cause Common cause: age

Randomized controlled trial Observational study 



Confounder
• Notation

• Treatment: the variable to be manipulated
• Outcome: the variable that can be observed with some responses
• Confounder: the variable influences both treatment and outcome

• Example

Causal learning

𝔼 𝑌 1 − 𝔼 𝑌 0 ≠ 𝔼 𝑌 𝑇 = 1 − 𝔼 𝑌 𝑇 = 0]



Counterfactual
• Answers the “what if” question: e.g., what would the expected value of the demand Q 

have been if we were set the price at P = 𝑝0?  

• Example: 

Causal learning

[Counterfactual explanation]
A minimal set of influential factors that, if 
applied, flip the model decision.



Counterfactual
• Application in Explainable RecSys

Causal learning

Explanation: 
Had 𝑖! has the attributes of [“Long 
slave”, “Black”, “Dior”], the 
recommend item would change to 𝑖"

Recommend
Minimum 
changes?Predict

RecSys
Color? Brand?
Category?

Flip recommendation 

𝑖"
𝑖)

Explainable Recommendation



Counterfactual
• Application in Trustworthy RecSys

Causal learning

Fairness diagnostics

Q. what if 

attributes change?

Aging

Female = 0

Counterfactual Explanation

...
attribute space

If “Female” attribute is removed, 
model fairness could be improved. 

Female = 0
U.S = 0
Discount = 0

disparity 

= 0.19disparity 
= 0.90

disparity 

= 0.19
Male

Young

Female

U.K

Discount

U.S

Expire



Causal learning for Trustworthy RecSys

Deconfounding for robustness Counterfactual reasoning
for explainability

Counterfactual reasoning
for fairness

Why causal learning



Part II: Featured Research



For observational studies, we need a definition of causality that does not hinge on (explicit) 
randomisation

Pioneers in causal inference have come up with three definitions/languages:
• Stuctual Causal Model (SCM) - Judea Pearl
• Potential Outcome Framework (RCM) - Donald Rubin

Causal learning approaches



Structural equation 
• Each function represents a causal process 

Causal graph
• A directed acyclic graph
• Error terms are jointly independent

Interventional and counterfactual logic
• An intervention on variable 𝐷 by 𝑑𝑜 𝐷
• New graph is generated by removing all edges from parents to 𝑥)
• Causal effect computation

Structural equation Causal graph

intervention

Stuctual Causal Model (Pearl’s SCM)



Causal graph
• Is developed based on assumptions
• Deconfounding: blocks bad effects from confounders (causal identification)

Stuctual Causal Model (Pearl’s SCM)

intervention

• Control the confounder
• True causal effect:  

𝔼 𝑌 1 − 𝔼 𝑌 0 =
𝔼 𝑌 𝑇 = 1, 𝐶 − 𝔼 𝑌 𝑇 = 0, 𝐶]



Potential outcome
• Definition: Given the treatment and outcome t, y, if the instance i is under treatment t, the potential 

outcome of instance is y*+

• Aims to directly model ITE or ATE: 

Potential Outcome Framework (Rubin Causal Model)

ITE:     𝜏𝑖 = 𝑦*" − 𝑦*#
ATE： 𝜏 = 𝐸* [𝜏*] = 𝐸*[𝑦*" − 𝑦*#]

=
1
𝑛:
*+"

,

(𝑦*" − 𝑦*#)

• The stable unit treatment value assumption (SUTVA)
• Consistency
• Ignorability (unconfoundedness)

RCM works under



• SCMs and RCMs are essentially interchangeable and equivalent to each other

• In the RCM, causal effects of variables other than treatment and instrumental variables are not 
defined. 

• We can model causal effects of interest without knowing the complete causal graph.

• RCM requires strong assumptions, such as unconfoundedness

• Cannot be applied to deconfounding learning.

• In SCM, causal effects of any variable can be studied. 

• When studying causal relationships between arbitrary sets of variables, SCM is often the 
preferred approach.

SCM v.s. RCM



Bias Handling for Recommendation Robustness
• Selection bias mitigation in Social Recommendation
• Distribution shift in Reinforcement learning based-Recommendation

Explainable Recommendation
• Semantics-Aware Intent Learning - Explain users’ intents with item semantics
• Counterfactual explanation for Recommendation

Fairness-aware Recommendation
• Counterfactual explanation for Fairness

Our researches on causality-inspired Recommendation



Be Causal: De-biasing  Confounding in Recommendation

• Data missing causes selection bias
• In real-world social recommendations, the unobserved items are missing not at random (MNAR)

• e.g., Users tend to watch movies watched by their friends

• The MNAR results selection bias, which is attributed to the presence of confounders (social network)

Selection bias mitigation in Social Recommendation



Be Causal: De-biasing  Confounding in Recommendation

• Causal graph-based model framework

Selection bias mitigation in Social Recommendation

Model frameworkDesigned Causal graph

• Quantify social confounders with 
Social network confounder model

• Build the exposure mechanism with 
Exposure model

• Learn balanced representation 
independent of exposure with 
Deconfounder model

• Using balanced representation for 
Rating prediction



Off-policy Learning over Heterogeneous Information for Recommendation

• Off-policy learning suffers the bias issue caused by the policy distribution shift

Distribution shift in RL based-Recommendation

Learn target
policy

Target policy

Maximized
Reward

User

RS agent

Action

State

Recommender

Reward

User

Action 𝜋#

rare actions
actions 𝜋$

logging actions

Distribution drift

bias issue

Logged actions
... ...

Recommend actions

Poor gets poorer phenomenon



Off-policy Learning over Heterogeneous Information for Recommendation

• Real-world context information could be useful to augment partially observed data and infer users' 
potential preference

• Counterfactual Risk Minimization to answer how much reward would be received if a new policy had 
been deployed, instead of the original policy

Distribution shift in RL based-Recommendation

...

Agent

Heterogeneous Information Network

Logged actions



Off-policy Learning over Heterogeneous Information for Recommendation

We design three steps for the HIN-enhanced off-policy learning
• Co-attentive state, action and context representation learning
• HIN-augmented policy learning through aggregating context-aware state representation
• Counterfactual Risk Minimization to correct the discrepancy between target policy and logging policy 

Distribution shift in RL based-Recommendation



HIN-augmented policy learning
• Context-aware state, action representation learning (Attention mechanism):

• Context-aware policy learning:

CRM-based unbiased optimization (cIPS estimator):

Distribution shift in RL based-Recommendation



Semantics-Aware Intent Learning
Causal Disentanglement for Semantics-Aware Intent Learning

• Disentangle users' true interests

• Explain users’ intents by item semantics (contexual information)

Rich semantics 

Heterogenous Information Network (HIN)



Semantics-Aware Intent Learning
Causal Disentanglement for Semantics-Aware Intent Learning

Challenge
• The complexity in heterogeneous information display skewed distributions, thus can bias the user 

preference and prediction score

Contribution
• Provides semantics to user intents (Interpretability)

• Debias bias stemmed from heterogenous information network (Robustness)



Semantics-Aware Intent Learning
Causal Disentanglement for Semantics-Aware Intent Learning

The SCM model for disentangling learning

• Context information in C is the confounder since it is the common cause for user information U and E

• Backdoor adjustment can block the path from C to U,  thus can remove the confounding bias



Semantics-Aware Intent Learning
Causal Disentanglement for Semantics-Aware Intent Learning
Backdoor adjustment
• Backdoor criterion

Definition. A set of variables W satisfies the backdoor criterion relative to T and Y if :
1. W blocks all backdoor paths from T to Y
2. W does not contain any descendants of T

C satisfies Backdoor criterion: C blocks backdoor path from U (treatment) to Y (outcome)

• Backdoor adjustment via do-operator:
• As C satisfies the backdoor criterion, the do-operator is the true causality of U on Y, 

equal to blocking path C       U  

Ba
ck

do
or

 
pa

th



Semantics-Aware Intent Learning
Causal Disentanglement for Semantics-Aware Intent Learning

Framework

We design two steps for the unbiased semantic-aware user intents learning 
• Semantic aware user intents learning: Learn semantic aware representation E with HIN information
• Fine-tune E with Causal intervention for easing the bias stemmed from HIN

Inference space for C

Inference space for E

Inference space for U

Backdoor Adjustment for removing bias



Counterfactual Explanation for Recommendation
Reinforced Path Reasoning for Counterfactual Explainable Recommendation

• Bridge the gap of generating item attribute-based counterfactual explanations from Knowledge Graphs 
(KGs)

[Item Attribute-based Counterfactual Explanation]
A minimal set of item attributes that, if applied, flip the 
recommendation decision.



Counterfactual Explanation for Recommendation
Reinforced Path Reasoning for Counterfactual Explainable Recommendation
Model framework

• Two base models: Graph learning module and Recommendation model ;

• Counterfactual path sampler uses entity embeddings to sample paths as actions for reinforcement learning

• Reinforcement learning agent learns the explanation policy by optimizing the cumulative counterfactual 
rewards of deployed actions from the sampler. 



Counterfactual Explanation for Fairness
Counterfactual Explanation for Fairness in Recommendation

• Inferring attribute-level counterfactual explanation for fairness.
• Why counterfactual explanation: Existing methods generate fairness explanations by selecting top-n 

features with the largest values, which may introduce pseudo-explanations (i.e., cannot find minimal 
explanations)

pseudo-explanation 

minimal explanation 



Counterfactual Explanation for Fairness
Counterfactual Explanation for Fairness in Recommendation
Model framework overview



Part III: Future work



P54 Causality-based recommendation methods 16/5/2022

• Future Direction I
• Causal-Neural connection for enhancing neural networks, e.g., GCN

• Explicitly model the causality between each of the nodes with the GCN instead of 
modeling the neighbor correlations

• Complete Pearl Causal Hierarchy (PCH), i.e., “seeing” (layer 1), “doing” (2), and 
“imagining” (3) for causal-neural connection expressiveness

Causal-Neural Connection for Recommendation 



P55 Causality-based recommendation methods 16/5/2022

• Future Direction II
• Dynamic bias

• Biases are usually dynamic rather than static
• Online updating of debiasing strategies

Dynamic Bias Mitigation


